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## Short Technical Note

# Displaying Variation in Large Datasets: Plotting a Visual Summary of Effect Sizes 


#### Abstract

Gregory B. Gloor, Jean M. Macklaim, and Andrew D. Fernandes Displaying the component-wise between-group differences high-dimensional datasets is problematic because widely used plots such as Bland-Altman and Volcano plots do not show what they are colloquially believed to show. Thus, it is difficult for the experimentalist to grasp why the between-group difference of one component is "significant" while that of another component is not. Here, we propose a type of "Effect Plot" that displays between-group differences in relation to respective underlying variability for every component of a high-dimensional dataset. We use synthetic data to show that such a plot captures the essence of what determines "significance" for between-group differences in each component, and provide guidance in the interpretation of the plot. Supplementary online materials contain the code and data for this article and include simple R functions to produce an effect plot from suitable datasets.
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## 1. INTRODUCTION

Large datasets are ubiquitous in many domains and in some areas, such as biology, our ability to generate new datasets far outstrips our ability to analyze them. For example, a single analysis on a mid-range instrument such as an Illumina MiSeq or Ion Torrent PGM can generate millions of data points for multiple independent samples. A single instrument can generate a new dataset every day, and there are thousands of such instruments in use.

In this deluge of data, it is difficult to meaningfully examine the relationships between inter- and intragroup variation using current visualization tools. We illustrate the problem using a synthetic dataset composed of 40 random vectors containing 200 normally distributed components. Each component belongs to one of four classes, the characteristics of which are shown in Table 1. Each random vector is an observation and belongs to one of two groups, " $X$ " or " $Y$," which can be thought of as "treatment" or "control" if desired.

[^0]Table 1. Characteristics of the synthetic dataset. For each class, $n$ represents the number of components of that class. Components in group $X \sim N\left(\mu \pm \delta / 2, \sigma^{2}\right)$ while components in group $Y \sim N\left(\mu \mp \delta / 2, \sigma^{2}\right)$ such that the magnitude of the expected between-group difference of the component is $\delta$. The ratio $\theta=\delta / \sigma$ represents an effect-size along the lines of Cohen's $d$ (Cohen 1988). Twenty observations are realized for each group

| Class | $n$ | $\mu$ | $\sigma$ | $\delta$ | $\delta / \sigma$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 80 | 9 | 1 | 0 | 0 |
| 2 | 80 | 10 | 2 | 0 | 0 |
| 3 | 20 | 1 | 1 | 2 | 2 |
| 4 | 20 | 12 | 4 | 8 |  |

In the language of biology, each component would correspond to a gene, operational taxonomic unit, or genomic interval, and each random vector would correspond to a sample or observation.

One frequently desired analysis of this type of data seeks to describe the univariate component-wise differences between observational groups. When dealing with small numbers of components, it is convenient to visualize the between-group difference via a boxplot or a strip chart, as illustrated in Figure 1. For the four components depicted in this figure, it is easy to visually assess the differences between groups. Subjectively speaking, small differences can be important if the within-group variance is small. Conversely, large between-group differences may be meaningless if within-group variance is also large.

It is obviously impractical to examine plots such as Figure 1 for all 200 observational components. Doing so in a meaningful way becomes even more of a challenge upon the realization that actual biological datasets consisting of 10-50,000 dimensional observations are commonplace (Frazee et al. 2011). For example, a typical biological experiment may


Figure 1. Representative simulated data. One observed component from each class and group is shown. Note how the between-group characteristics visually correspond to the group and class characteristics described in Table 1.


Figure 2. Bland-Altman and Volcano plots of the synthetic dataset described in Table 1. For the Volcano plot, $p$-values are computed via Welch's $t$-test. Note that it is often unclear and somewhat controversial whether raw or corrected $p$-values should be depicted, where any such corrections would be to control the false-discovery rate.
encompass hundreds of operational taxonomic units (Proctor 2011), tens of thousands of genes (Bottomly et al. 2011), and hundreds of thousands of genomic intervals (Sims et al. 2014). Thus, it is also obviously impractical to summarize the data in a table, although it is common practice to summarize the "most significant" components in this way. Tables for large datasets are cumbersome, and display these "meaningful hits" out of context (Feinberg and Wainer 2011). Therefore, our goal is to display a summary of between-group differences for all components in an intuitive yet rigorous and quantitative manner.

Currently, there are two main methods used to depict between-group differences for the type of high-dimensional data described above.

First, the groups can be contrasted via the Bland-Altman (BA) plot (Altman and Bland 1983) (also called, for historical reasons rooted in microarray analysis, an "MA" plot) as shown in Figure 2. BA plots are widely used, especially in biology, to summarize RNA-Seq and other types of high throughput sequencing data. In its most common incarnation a BA plot assigns the between-group mean of a component to the abscissa and the betweengroup difference of that component to the ordinate. Such a depiction is useful to determine if the data components are symmetrical in their between-group differences. However, in the absence of other information, BA plots fail to describe how large the depicted differences are in relation to any underlying variability. In fact, the axes of BA plots contain no information regarding observational variability and thus, in the absence of additional information, yield surprisingly little information about how meaningful any observed differences are.

Partly in response to this shortcoming, the other common depiction, the Volcano plot (Cui and Churchill 2003), has become a popular adjunct to the BA plot. A Volcano plot, as shown in Figure 2, depicts the between-group difference and the $p$-value of a statistical test hypothesizing that the groups have identical means, most commonly a $t$-test of some sort. Since the $p$-value is implicitly dependent on underlying variability and on the sample size, the Volcano plot appears to display the biological significance of a given between-group difference for each component.

Unfortunately, the greatest perceived strength of the Volcano plot is also its greatest weakness because $p$-values are not effect-sizes. In fact, $p$-values are not even good proxies for effect-sizes (Halsey et al. 2015). However, belief that a $p$-value is "more or less indicative
of" an effect-size is a persistent and pernicious idea still endemic in the scientific community (Ziliak and McCloskey 2008).

Rather than promulgating the mistaken belief that $p$-values and effect-sizes have a strong meaningful relationship, we propose something surprisingly effective in its simplicity: plotting the underlying constituents of effect-size directly.

## 2. METHODS

There are numerous statistical notions of "effect-size," but for describing the difference between population means the most common definition is the standardized mean-difference $\theta$ defined by

$$
\theta=\frac{\mu_{x}-\mu_{y}}{\sigma}=\frac{\delta}{\sigma},
$$

where $\mu_{x}$ and $\mu_{y}$ are the population means for their respective groups and $\sigma$ is a dispersion parameter based on either or both population standard deviations (Hedges and Olkin 1985). Much of the literature regarding this type of effect-size has to do with estimating $\theta$ with as little bias as possible, especially for small sample sizes (Cohen 1988). Note that the most obvious and common choices of $\delta$ and $\sigma$ define the difference $\delta$ as the "difference between means" and the dispersion $\sigma$ as a standard deviation. However, any reasonable estimate of difference and dispersion can be used if such estimates are mutually compatible and appropriate for the hypothesized model and characteristics of the observed data.

For normally distributed data, Cohen's $d$, Glass' $\Delta$, and Hedges' $g$ and $g^{*}$ are common choices, with $g^{*}$ being preferred due to its smaller bias for small sample sizes (Hedges and Olkin 1985). For each of these effect-size estimates, the numerator is equal to $\hat{\delta}=\bar{X}-\bar{Y}$, which is unbiased. Differences between these estimators are due to how they estimate $\hat{\sigma}$ and correct for bias, if they do so.

For nonnormal data, robust estimators of "location" and "scale" are appropriate, where the statistical term location is interpreted (somewhat confusingly) as the "location of the difference in group means" and "scale" is interpreted as the "scale of the random dispersion." As is usual with robust estimation techniques, there is usually a trade-off between how robust the method is and how efficient it is in making the "most" use of the data (Huber and Ronchetti 2009). Robust estimates of $\delta$ can be provided by the Hodges-Lehmann difference

$$
\hat{\delta}=\text { median of }\left\{x_{i}-y_{j}\right\} \text { over all observations } i, j,
$$

which has a breakdown point of $29 \%$ and a Gaussian efficiency of $86 \%$ (Lehmann and D'Abrera 2006). Note that Hodges-Lehmann estimators are known to be suitable only for symmetric distributions, which has historically limited them somewhat. Fortunately, the random variable defined as $X-Y$ is symmetric by its very construction.

For robust estimation of $\sigma$, the interquartile range (IQR) and median absolute deviation (MAD) are popular choices, the latter especially so. Although the MAD has the highest possible breakdown point of $50 \%$, it has a surprisingly low Gaussian efficiency of only $37 \%$, implying that it should be used for small sample sizes only with caution. A better choice, and one recommended frequently, is Rousseeuw's Croux's $Q_{n}$ scale estimator, corrected for bias and scaled to correspond to the unit normal distribution (Rousseeuw and Croux


Figure 3. The effect size plot, where "difference" refers to estimates $\hat{\delta}$ of the between-group difference $\delta$ and "dispersion" refers to the estimate $\hat{\sigma}$ of the standard deviation $\sigma$. Diagonal lines are shown for zero-intercept lines with slopes of $\pm 1, \pm 2, \pm 4$, and $\pm 8$ and these lines correspond to the expected location of points with the corresponding effect sizes.
1993). This estimator is computed as

$$
\hat{\sigma}=Q_{n}=\text { first quartile of } d_{n}\left\{\left|z_{i}-z_{j}\right|, i<j\right\},
$$

where the set of $z$ consists of all pairwise differences between $x$ and $y$, and $d_{n}$ is a constant, dependent only on the sample size, which corrects for bias and scales it to correspond to the unit normal. $Q_{n}$ is easily computable via the robustbase package (Rousseeuw et al. 2015) of the R computational framework ( R Core Team 2015). Better yet, $Q_{n}$ still has the highest possible breakdown point of $50 \%$, but also features a surprisingly high Gaussian efficiency of $82 \%$.

### 2.1 Generation and Interpretation of the Plots

An example of the type of plot we propose is shown in Figure 3 using the same synthetic dataset as before. The "Difference versus Dispersion" plot depicts an estimate of the difference $\delta$ versus the estimated pooled standard deviation $\sigma$ (Cohen 1988). This plot (herein called an "effect plot") displays and summarizes for each component in the dataset the relationship between $\delta$ and $\sigma$ in an intuitive way. The experimentalist can use this plot to explore the univariate differences between groups in the dataset efficiently. For example, the points in class 1 , with $\delta=0$ and $\sigma=1$ can be seen to cluster around a difference of zero and a dispersion of one, and the points in class 2 with $\delta=0$ and $\sigma=2$ cluster around the same difference but with twice the dispersion. Thus, it is clear from the plot that the components in the $X$ and $Y$ groups in classes 1 and 2 differ only by intrinsic variability. The class 3 components have the same dispersion as class 1 components, but it can be seen that the class 3 components have a difference between groups of $\pm 2$. Class 4 components behave similarly, but are more extreme as these components have even less dispersion and a
larger difference between groups. From this plot then, it is clear that the class 4 components are the ones with the largest standardized difference (i.e., the largest effect size) between groups and the class 2 components are the ones with the smallest.

The intuited effect size $\theta$, which is the ratio of the between-group difference and the within-group dispersion, can be interpreted by examining the plot by sector, and diagonal lines are drawn on the plot to aid in this visualization. For example, the dotted lines represent the position in the plot where $\delta$ and $\sigma$ are equal, and so corresponds to an effect size of one. Points contained within this sector have an effect size $\leq 1$. Consequently, any components that are found in the zone between these two lines have larger dispersion than difference, and so even if sample sizes were sufficiently large to be statistically significantly different, components in this zone may not be meaningfully biologically different. Proceeding outward from this sector, the subsequent zones indicate progressively larger effect sizes. The zones between the dotted and single-dashed lines represent the regions where the magnitude of the effect size is between 1 and 2; the zones between the single- and double-dashed lines represent an effect magnitude of between 2 and 4 ; and the zones between the double-dashed and solid lines represent an effect magnitude between 4 and 8 . Note that the members of class 3 , which have an expected effect size of 2 , are grouped on or near the line indicating an effect size of 2 , and the members of class 4 are found near the line indicating an effect size of 8. The effect-size plot thus displays the actual information that is required to differentiate and meaningfully interpret statistical significance, with regard to hypothesis testing, and biological significance, with respect to what an experimentalist expects to observe. It is telling that when the number of biological samples becomes large, common practice is to impose additional constraints, such as magnitude of change, in addition to statistical significance to identify differentially expressed genes (Love et al. 2014).

Finally, we demonstrate the utility of this plot using a historical public dataset. The "Bottomly" dataset (Bottomly et al. 2011) is a typical dataset generated through the RNAseq technique. The table of counts was obtained from the ReCount database (Frazee et al. 2011). Here RNA corresponding to genes was sequenced on a high-throughput sequencing instrument, generating millions of sequence reads that corresponded to individual genes. In this dataset, the count of reads per gene is taken to represent the expression of that gene in the original sample and it comprises 21 samples in groups of 11 and 10 samples. The dataset was reduced to only the 13,932 genes that had at least one corresponding sequence read count. The total number of sequence reads per sample ranged from 2,717,092 to 7,339,817.

We applied a similar statistical approach to that taken in the original article whereby the read count values from the dataset were normalized to a consistent depth using the TMM method (Robinson and Oshlack 2010; Sun et al. 2013) and differential expression was determined using the exact negative binomial test instantiated in the edgeR package (Robinson et al. 2010). All $p$-values were adjusted for multiple hypothesis tests using the Benjamini-Hochberg approach (Benjamini and Hochberg 1995). For plotting, a pseudocount of 0.5 was added to each actual count, and the resultant values were log transformed using base 2 . The summary statistics that are plotted in Figure 4 include the following: the "average" is the mean value of each gene across the 21 samples; "difference" is the difference between the means of the two groups; the $p$-value was calculated using the exact negative binomial test instantiated in the edgeR package (Robinson et al. 2010); and "dispersion" is the pooled standard deviations of groups 1 and 2. Observe that the BA plots


Figure 4. Three ways of viewing the Bottomly RNA-seq dataset. The dataset has 21 samples with 13,932 informative genes split into two groups. The three plots show each gene as a separate point, with small black square points indicating the bulk of the values, and large round gray points indicating a Benjamini-Hochberg corrected $p$-value $\leq 0.01$. The BA plot shows the difference in the means of the groups versus the mean value of all samples, the Volcano plot shows the difference versus the adjusted $p$-values, and the effect plot shows the difference versus the pooled standard deviation. Note that, for clarity of presentation, the effect plot omits a single point with a dispersion $>8$ and a difference of $\approx 2$. The dotted line in the Volcano plot represents an adjusted $p$-value of 0.01 , and in the Effect plot the dotted lines represent an estimated effect size of $\pm 1$.
is useful to determine the symmetry of the dataset, and suggests that genes with a higher mean tag count are "significant" with smaller difference. The Volcano plot shows that equivalent $p$-values can be obtained by genes with very different differences, but it provides no information as to the reason for the high scatter. In contrast, the effect plot contains the symmetry information found in the BA plot and, when significant genes are identified, exhibits essentially similar information regarding the relationship between $p$-values and difference as the Volcano plot. Finally, it is obvious from the effect plot that many genes exhibit very small differences coupled with even smaller dispersions, information that is not available from either of the other plots. In practice, all relevant information can be obtained from a combination of MA and effect plots.

## 3. SUMMARY

Determining differential abundance in RNA-seq datasets can be fraught with problems since analyses are exploratory, and there is rarely a standard of truth. Thus, there is a need for additional diagnostic tools, and one recent tool uses interactive graphical approach to identify structural problems with RNA-seq datasets (see, e.g., Yin et al. 2013). Here, we have described a simple, powerful, and easily interpreted graphic that plots the difference between groups versus the dispersion within the groups. As such, it plots difference versus dispersion constituents of an effect-size statistic. Using simulated data we show that the effect plot is more visually informative than other widely used plots regarding the summary statistics of interest for each component of a large dataset. The plot is simple to interpret and provides a compact way to characterize univariate differences in complex datasets, and scales to datasets containing thousands of components. Finally, the plot can be produced using statistics that are easily calculated for most datasets making it simple to implement
for many purposes, regardless of whether the underlying variables are normal or not. The ALDEx2 R package for differential abundance analysis, available through Bioconductor, has the option to generate effect plots from its output (Fernandes et al. 2014).

## SUPPLEMENTARY MATERIALS

Supplemental files are contained within the archive Supplement_effect.zip. The contents include the following:

README.txt: A text file outlining all files contained in the archive.
jcgs_effect_R1.Rnw: An R noweb document containing the source for this article. It can be compiled using the knitr package.

Source and data files: Source code and data files for all figures in the directory "chunk." In particular, two supplementary files (40_effect.r, 50_bottomly.r) contain the R code necessary to produce effect plots using simulated and real data.
build.sh: A bash script to compile the .Rnw file and R code from the command line.
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